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that (i) the spherically symmetric component of the 
molecular core charge is more diffuse than for the 
isolated atom, (ii) the molecular core charge has a 
dominant dipolar polarization which is clearly evident 
in the scattering amplitudes and phases, and (iii) a 
quadrupolar density function, with a much smaller 
electron population than the dipolar term, gives rise 
to a small part of the structure in the core molecular 
density scattering factor. We have emphasized that 
these same core deformation terms are also present jn 
products of the valence molecular orbitals and that the 
core molecular orbital product alone accounts for 
about one-half to two-thirds of the total of such 
features. The deformation terms have an amplitude of 
scattering which is no more than 1% of the total mo- 
lecular scattering for the range of sin 0/2 studied in this 
work (0 < sin 0/2 < 1"5 A- l ) .  Nonetheless, these den- 
sity deformations make appreciable contributions to 
certain physical and molecular properties (in particular 
electric fields). Quadrupole core deformations can, to 
some extent, be absorbed by a valence scattering 
model; dipolar deformation will not be accommodated 
by this model. We have argued that because of the 
increased effective site symmetry of a multiply bonded 
atom, most core deformation terms for it will be 
smaller than for an atom in a diatomic, whereas for a 
terminally bonded atom, such as an oxygen in a 
carbonyl or amide group, they will probably be about 
the same. We therefore mildly suggest that the density 
functions in Table 1 be tried for the construction of a 
dipole generalized X-ray scattering factor in the 
charge density analysis of a terminally bonded atom. 
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This paper describes a procedure for the automatic interpretation of electron-density maps of organic 
structures whichzmakes use of the restrictions on the values of the intramolecular bond distances and 
angles. It is also shown how some chemical-data processing algorithms can be used as an efficient means 
of introducing chemical information in the process of structure determination. 

The last step of a crystal strficture determination by play procedures make this easier it is still a time- 
di.[.rect methods which requires human intervention is consuming task, especially when no easily recognizable 
the interpretation of2~ maps. Though graphical dis- fragment can be found. We wish to report here some 
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experiments of automatic interpretation of organic 
structures and compare the results with those obtained 
by visual interpretation. Organic molecules are a 
favourable case since one can make full use of the 
restrictions that exist on the values of the bond dis- 
tances and angles. 

The tests have been carried out starting from the 
output of the peak-search program of the M U L T A N  
system (Declercq, Germain, Main & Woolfson, 1973). 
This output consists of a list of coordinates of the N 
highest peaks in the asymmetric unit of an E map. The 
value of N is usually taken to be 1.2 times the number 
of atoms in the asymmetric unit. The coordinates in 
this list are such that the peaks form the largest pos- 
sible fragments. The interpretation proceeds as follows: 

(a) A connectivity matrix is set up. This is a symmet- 
rical N x N matrix where the ijth element is 1 if the 
atoms i and j are bonded and 0 otherwise. Two peaks 
are assumed to be bonded if the distance between 
them lies within the limits D~ and D2 (e.g. D~ = 1.1 A 
and Dz = 1.9 A). 

Whenever a distance occurs which is less than D1 
the smaller of the two peaks is removed from the list. 

(b) All angles between adjacent bonds are computed. 
The smallest of the three peaks is eliminated when the 
value of the angle lies outside the range AI-A2 (e.g. 
85-145°). An exception is allowed to this rule when a 
peak which has a connectivity of one is involved in a 
bad angle. This peak is removed regardless of its 
weight to ensure that one keeps the largest possible 
fragments. 

(c) The number of separate fragments as well as the 
fragment to which each peak belongs is determined. 

(d) Symmetry-related positions are tested for all 
peaks. If a symmetry operation brings peaks from 
different fragments within bonding distance the two 
fragments are merged. If this occurs for non-bonded 
peaks which already belong to the same fragment the 
smaller peak is eliminated. It is then necessary to repeat 
step (c). 

(e) Steps (a) and (b) are repeated. 
( f)  If two fragments were merged, steps (d) and (e) 

are repeated until no more changes occur. 
(g) All peaks which have a connectivity of zero or 

more than four are removed from the list. 
(h) Step (c) is repeated. 
(i) The largest fragment or a combination of all frag- 

ments which contain five or more peaks is selected as a 
partial structure which can be input to a phase refine- 
ment program. 

This procedure can of course be repeated every time 
a new set of phases is generated from a partial structure 
by the tangent formula. 

Experience with E maps that do not correspond to 
the correct solution shows that very often no signi- 
ficant fragment can be found. If a meaningful but in- 
correctly located fragment is present in the map it will 
be found by the program just as well as by visual inter- 
pretation. 

The great advantage of visual interpretation comes 
however from the fact the one can make use of the 
knowledge of the topology of the molecule. One is 
usually looking for certain specific features (e.g. rings) 
independently of their exact conformation. This 
knowledge is also useful in automatic interpretation 
procedures. 

Various algorithms which perform topological 
searches have been described in connexion with 
chemical-data processing problems (Lynch, Harrison, 
Town & Ash, 1971). However as far as we know they 
have never been applied to crystal structure determina- 
tion. These algorithms rely mostly on the use of the 
canonical descriptions of the graph corresponding to 
the chemical structure. This description can easily be 
found from the connectivity matrix as follows. The 
connectivity of each peak is replaced in a cyclic process 
by the sum of the connectivities of the peaks to which 
it is bonded until the number of different connectivity 
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xxxxx TRIAZOk P4(1)2(1)2 xxxxx SET 13 

SEQUENCE 1, 8 ATOMS J - -J - * ' -  
7 6 5 5 4 4 3 2 

SEQUENCE 2, 8 ATOMS J'--'l 
15 13 11 11 9 9 5 5 

1 3 5 
3 1 6 
4 8 
5 1 7 8 
6 3 7 
7 5 6 
8 4 5 9 
9 8 

FRAGMENT 1 8 PEAKS 
5 8 1 7 6 3 9 4 

CORRESPONDS TO REFERENCE 2 

xx CLOSED FRAGMENTS xx 
FRAGMENT I 5 PEAKS 

1 7 3 6 5 

Fig. 1. Computer output for triazole. The sequences are the 
canonical descriptions of the two possible structures. They 
are followed by a bonding table and by the results of the 
interpretation. 
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values is less than or equal to the number found in the 
previous cycle. The canonical description is then given 
by the sequence of connectivities in the last but one 
cycle. 

At the present stage one cannot expect a program 
to carry out a complete substructure search except to 

remove the last few spurious peaks in the final map. 
This is due to the fact that the problem is quite dif- 
ferent from a substructure search in a chemical data 
file. In this case one wishes to find those graphs in the 
file containing a subgraph which is isomorphic to a 
given query graph. Owing to the presence of spurious 
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AUTOMATIC INTERPRETATION 
Fig. 2. Lithocholic acid: (a), (b) and (c) show the maps at the successive stages of  the visual interpretation, and (d), (e) and (f) 

show the corresponding steps of the automatic interpretation. In the first maps which are of  course identical [(a) and (d)] 
only the circled peaks are correct. In each case the connected fragment has been used as a partial structure to obtain the 
next map. 
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peaks the question that arises in the interpretation of 
E maps is to discover whether the fragment found in 
the map contains any subgraph which is isomorphic to 
any subgraph in the structure. Another difficulty is that 
one cannot make use of the knowledge of the type of 
atoms and bonds. This is a major drawback if one 
wishes to use the existing substructure search al- 
gorithms (e.g. Sussenguth, 1965). However to simplify 
the problem one can make use of the 'closed fragments' 
which exist in many organic structures, i.e. fragments in 
which all peaks have at least a connectivity of two. The 
closed fragment corresponding to a given structure can 
be found by removing iteratively the peaks that have 
a connectivity of one until a stable structure is reached. 
In the present version of the program any fragment 
can be encoded to form a query graph. It is first 
compared with all the fragments which were found and 
with all the closed fragments which can be derived 
from these. 

This kind of information is at present only used to 
give an immediate indication of the main features of 
the map and to make it easier to decide which map is 

.eventually worth a more detailed visual interpretation. 
Experiments are, however, being carried out to deter- 
mine the best way of using this information in order to 
computerize the whole decision process. 

A few cases will be described here and the results 
compared with those obtained by visual interpretation. 

Triazole (P41212; C2H202N4; 1 molecule in the asym- 
metric unit) 

The problem in this very simple case was to decide 
between two possible structures. The descriptions of 
both isomers were input as query fragments. Fig. 1 
shows the output of the most probable E map. The 
spurious peak (2) was removed because the distance 
between peak 1 and 2 is too short (0-15 A). The limits 
set in the program were: D I = I . 1 / ~ ;  D 2 = l . 9 5 A ;  
A1 =85°; A2= 145 °. 

3,3-Dimethyl-4, 5,9,10,11,12-hexacarboxymethyl-tetra- 
cyclo[7.2.1.02'4. 02.8]dodeca-5, 7, l O-triene ( Pn21a ; 
C26H28012; 1 molecule in the asymmetric unit) 

32 maps were computed and none showed a rec- 
ognizable fragment. After this first unsuccessful 
attempt the most probable sets were carefully analyzed. 

A fragment of eight peaks, one of which turned out 
to be spurious, was found in the second most probable 

set. Several cycles of tangent refinement gave the 
complete structure. 

With the automatic interpretation a fragment of 
five correct peaks was selected. After a number of 
tangent-refinement cycles during which increasingly 
large partial structures were picked out automatically 
the complete structure was obtained. 

Lithocholic acid (P212121; C24H400 3; 1 molecule in the 
asymmetric unit) 

Again, no straightforward solution was found for 
this structure. Fig. 2 shows' the various stages of visual 
and automatic interpretation. It should be noticed that 
in the present stage of development of the program 
there are several spurious peaks which are left at the 
end of the process. They can however be removed by 
any substructure search technique since the correct 
structure is a subgraph of the fragment which is found. 

Conclusion 

Our results show that the constraints which exist on 
bond distances and angles are sufficient to make the 
determination of organic structures fully automatic. 

Experience with more than fifteen structures shows 
that there were no structures which could be solved 
automatically and not visually but conversely no 
structure which could be solved visually failed to be 
solved automatically. The time required to interpret 
maps with up to 99 peaks is approximately five seconds 
on an IBM 370/155. 

I am indebted to Professor M. M. Woolfson and 
Dr P. Main for their encouragement and suggestions 
for further developments of this method. I thank Drs 
G. Germain, G. Evrard and H. Henke for providing 
the data for these tests, Professor M. Van Meerssche 
for his interest in this work, and the Fonds National 
de la Recherche Scientifique for a fellowship. All cal- 
culations were carried out at the Computing Centre of 
the University. 
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